
Takeaways

• Out-of-Distribution (OOD) generalization is to train on 
sets of domains, and generalize to unseen domains.

• As the above figure shows, generalization to any 
domains is impossible. We lack theories of when we 
can guarantee generalization (OOD – learnable).

• Intuition: the extent to which the invariance of 
informative feature is preserved, determines OOD 
learnability. We build a framework to describe OOD 
learnability, bound OOD generalization error based on 
it, and propose an effective model selection algorithm.

• ℰ𝑎𝑣𝑎𝑖𝑙 ⊂ ℰ𝑎𝑙𝑙 are two sets of domains. We train on 
ℰ𝑎𝑣𝑎𝑖𝑙, and (hope to) generalize to ℰ𝑎𝑙𝑙.

• Hypothesis Space: 𝑓 = 𝒈 ∘ 𝒉, where 𝒉 is 𝑑-dimensional 
feature extractors, and 𝒈 is top classifier.

• For 1-dim feature 𝜙, define 𝑃𝑦
𝑒 = Prob(𝜙(𝑋𝑒ȁ𝑌 = 𝑦)).

• Goal: minimizes maximum loss of 𝑓 in all domains, i.e.,
ℒ 𝑓, ℰ ≜ max

𝑒∈ℰ
ℓ 𝑓, 𝑒 .

❖Variation of 𝜙 across domain set ℰ: 

𝑉 𝜙, ℰ = max
𝑦∈𝑌

max
𝑒,𝑒′∈ℰ

dist (𝑃𝑦
𝑒 , 𝑃𝑦

𝑒′)

❖ Informativeness of 𝜙 across domain set ℰ: 
𝐼 𝜙, ℰ = avg

𝑦≠𝑦′
min
𝑒∈ℰ

dist (𝑃𝑦
𝑒 , 𝑃𝑦′

𝑒 )

❖OOD Learnability: (ℰ𝑎𝑣𝑎𝑖𝑙 , ℰ𝑎𝑙𝑙) is (𝑠 ∙ , 𝛿)-learnable, if 
for all 𝜙 ∈ Φ satisfying 𝐼(𝜙, ℰ𝑎𝑣𝑎𝑖𝑙) ≥ 𝛿, we have

𝑠 𝑉 𝜙, ℰ𝑎𝑣𝑎𝑖𝑙 ≥ 𝑉 𝜙, ℰ𝑎𝑙𝑙 .

Here 𝑠(∙) is a special type of monotonically increasing 
function, which we call expansion function.

Our Framework (Informal)
• We prove that OOD generalization error can be 

bounded with our framework. 
• Main Theorem: Under some conditions, if the problem 

is (𝑠 ∙ , 𝐼(𝒉, ℇavail))-learnable, then

ℒ 𝑓, ℰ𝑎𝑙𝑙 − ℒ 𝑓, ℰ𝑎𝑣𝑎𝑖𝑙 ≤ 𝑂 𝑠(𝑉 𝒉, ℰ𝑎𝑣𝑎𝑖𝑙 )
𝛼2

𝛼+𝑑 2

• Lower Bound: Exists a (𝑠 ∙ , 𝛿)-learnable problem, 
where the optimal classifier 𝑓 with 𝑉 𝒉, ℰ𝑎𝑣𝑎𝑖𝑙 = 𝜀 has

ℒ 𝑓, ℰ𝑎𝑙𝑙 − ℒ 𝑓, ℰ𝑎𝑣𝑎𝑖𝑙 ≥ Ω 𝑠 𝑉 𝒉, ℰ𝑎𝑣𝑎𝑖𝑙

• We also propose a model selection algorithm, and it 
outperforms other selection methods:

Theorems and Model Selections

Towards a Theoretical Framework of Out-of-Distribution Generalization
Haotian Ye1, Chuanlong Xie2, Tianle Cai1, Ruichen Li1, Zhenguo Li2, Liwei Wang1 1Peking University; 2Huawei Noah’s Ark Lab

Features’ 𝑉 and 𝐼
(lightness) in 
Office-Home [1].

Larger 𝛿
corresponds to 
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